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ABSTRACT 
Recommender systems are used on the web for recommending products to users. Most of the electronic commerce 

sites have such systems. Collaborative filtering is an important and popular technique for recommender system. In 

this paper, an expert system for movie recommendation is presented with new approach. This system is 

implemented using co clustering method. Category of the movie and ratings given by users are used to give 

recommendations. Users are interested in grouping items into categories and for each category; there can be 

corresponding user group who like items in that category. Finding interest of user in particular item group and 

grouping users of similar interest is distinguishable feature, which differentiate our approach from the previous 

works. 
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INTRODUCTION 
With the development of the internet and its associated 

information explosion, users are faced with the problem 

of too much choice. Right from looking for a movie to 

looking for good investment options, there is too much 

information available. Thus, to guide users, companies 

have deployed recommendation systems. These 

recommendation systems provide users the useful data, 

employing some information filtering techniques. There 

are two main methods for information filtering, one is 

content based and other is collaborative filtering. 

Collaborative filtering is one of the most effective 

technique, due to its simplicity [1] There are two 

methods in collaborative filtering, user based and item 

based [3, 4]. The basic idea of user based collaborative 

filtering is to recommend items to users, based on 

opinions of other likeminded users, while item based 

collaborative filtering provides recommendation to user 

based on other items with high co-relation.  

Recommendation systems are special types of expert 

systems. They combine the knowledge of the expert in 

a given domain, with the user’s preferences, to filter the 

available information and provide the user with the 

most suitable information. Large scale recommendation 

system faces the problem when large amount of data is 

present. When the available data is small available 

traditional algorithms works well but when data sets 

increases, the traditional algorithms may face difficulty. 

Ratings given by user to item only show user’s 

preference for that item at low level. In some scenarios 

measuring user’s similarity based on such low level 

representation can give inaccurate results. Assume user 

X has rated three action movies with the highest ratings 

while user Y has rated other three action movies with 

his highest ratings. If  traditional collaborative filtering 

methods are used to find out similarity between user X 

and user Y they will not be similar , as there is no co 

rated item between user X and User Y. However, this 

type of result is not true. As both the users are not 

having co rated items but both of them are interested in 

action movies. Thus they should be considered as 

similar users and can be grouped together.  

In this paper, idea of calculating user interest in 

particular item group is used and an interest-based 

collaborative filtering recommendation approach is 

proposed. The mechanism of interest-based 

collaborative filtering recommendation is as follows: 

First, all items are clustered into several item groups. 

For example, we can cluster all movies into “comedy 

movies,” “drama movies,” and so on. Second, a user 

group corresponding to each item group is formed, with 

all users having different interest degrees in each of the 

user groups. Third, we build a user-interest matrix and 

measure users’ similarities based on users’ interest 

degrees in all user groups so as to select a set of 

“neighbors” of each user. Then,   unknown rating of a 

user on an item is predicted based on the ratings of the 

“neighbors” of user on the item. A distinct feature of 

the interest-based collaborative filtering 

recommendation is that it selects the “neighbors” of 

users by measuring users’ similarity based on user 

interest degrees in user groups, which differentiates it 

from previous methods. To the best of our knowledge, 
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there has been no prior work on using interest degree of 

user with collaborative filtering recommendation. This 

system provides a new perspective to investigate 

collaborative filtering recommendations.  

 

RELATED WORK 
A large number of recommendation systems have been 

developed and are in use. These systems use a variety 

of methods such as content based, collaborative 

filtering, hybrid, etc. Tapestry was the first commercial 

recommender system, which was designed to 

recommend documents to users. When it comes to 

collaborative filtering most important step is to find set 

of similar users. Currently, almost all collaborative 

filtering methods measure users’ similarity based on co-

rated items of users. One such system was developed by 

Webster, Harris and Her locker (2004). The system 

collects ratings from users and these ratings are used to 

make recommendations. Even though these 

recommendation methods are widely used, a number of 

deficiencies have been identified.  Recommender 

Systems continue to exist as an active area of research. 

Applications have been pursued in diverse domains 

ranging from recommending web pages to music, 

books, movies and other consumer products. 

An item belongs to the group if it is more similar to the 

prototype (property) of the group. L.W. Barsalou [8] 

measures two factors which affect the items interest in a 

group. First factor is central tendency, which is the 

degree of an items’ “family resemblance.” The more an 

item is similar to other members of the same concept, 

the more it belongs to that group. Second factor is 

frequency of instantiation of a cluster of similar items 

in a group. It is an estimate of how often people 

experience, or considers, objects in the cluster as 

members of a particular group. Items of a cluster with 

higher frequency of instantiation in a group are more 

familiar to user, and thus they belong to the group. 

There are some works on measuring item interest in 

computer science. M. Rifqi [9] proposes a method to 

calculate object interest in large databases. In his work, 

the interest of an object for a category depends on its 

resemblance to other members of the category, as well 

as its dissimilarity to members of other categories. 

Problem in existing systems is that it is hard to find out 

correlations between users and items. It happens when 

the available data are not sufficient for recognizing 

similar users or items [1]. It is an important issue that 

restricts the quality of collaborative filtering 

recommendations. There may be difference between 

ratings given by the user and predictions given by the 

system. These incorrect predictions may reduce the 

faith of users on recommender system. In existing 

systems ratings given by the user are used to provide 

the recommendation [3]. Actually people may like to 

group items into categories and for each category there 

is corresponding group of users who likes items in that 

category. Taking this concept, co clustering approach 

can be used to group items and its corresponding users. 

The relation between user groups and item groups are 

shown in Fig. 1. Users are having different interest 

degrees in different groups, darker the user is shown in 

the group more it belongs to that group. For example, 

U1 and U p have more interest in user group N than user 

group 1, while U2 and U q   have more interest in user 

group 1. 

 

   U1  

      

 

   U2 

 

 

   U p 

           

               

     U q 

 

Fig. 1The Relation between User Groups and Item Groups 

PROPOSED MODELLING 
Interest Based Collaborative Filtering 

In interest based collaborative filtering neighbors of 

user can be found based on user’s interest in user 

groups. If we consider a collaborative filtering 

recommender system having item set and user set, 

items can be clustered into various item groups. For 

example, movies can be clustered according to their 

genre as comedy, action, drama and so on. Users having 

similar interest on an item group can form their group 

as user group.  

An item group denoted by Mi is a set of items, as 

following: 

 

Mi= {I1
xi, 1, I2

xi, 2… In 
xi, n} 

 

Where n is the number of items in Mi, I l is an item, and 

xi, l is the membership of item I l in Mi.  
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A user group Pi corresponding to an item group Mi 

shows “users who like the items in Mi.”Users may have 

different interest degrees in different Pi.  

 

Pi= {N1
yi, 1, N2

yi, 2… Nm 
y i , m} 

 

Where m is the number of users in the group Pi, N x is 

a user, 

and y i , x is the interest degree of user N x in user 

group Pi. 

 

For the reason that users have different interest degrees 

in different user groups, a user is represented by a user 

interest vector defined below: 

 

N j = (y1,j, y2,j,…,  y n ,j )  

 

 

Where n is number of user groups and y i, j is the interest 

degree of user N j in user group Ni..   

Thus, for all users, a user interest matrix can be 

obtained. A user interest matrix, denoted by Q T  , is a 

matrix with ith  row being user interest vector of user Ni: 

 

QT = (𝑁1
→ 
…

𝑁𝑚
→  
) = (

y1,1 ,y2,1 ,…,yn,1…
y1,m ,y2,m ,…,yn,m

) 

 
Where m stands for number of users, n for number of 

user groups and Ni
→ is the user interest vector of user N j.  

Users have different interest degrees in different user 

groups. For each item group we can define its related 

user group.  Given a set M={M1, M2,…, M h} of items 

and set P ={P1, P2, …,Pm}of users, set R={r1, r2,…,r 

n}of item groups can be formed. For each item group 

there can be corresponding user group. Then, a user 

interest vector QT can be built for each user, from 

which user-interest matrix cab be obtained. After 

obtaining users’ similarity based on their interest 

degrees in user groups, a set of “neighbors” can be 

obtained for each user. Then, we can recommend item 

to an active user based on the genre of the movie and 

ratings by “neighbors” of that user. Selecting 

“neighbors” of users by measuring users’ similarity 

based on their interest degrees is a well defined 

characteristic, which distinguish our approach from 

previous collaborative filtering approaches 

 

 

 

 

 P1 P2 P3 P4 P5 P6 

N1 0.84 0.72 0.90 0.15 0.34 0.25 

N2 0.37 0.24 0.41 0.92 0.88 0.97 

 … … … … … … 

N k 0.81 0.76 0.87 0.18 0.31 0.28 

 … … … … … … 

Nm 0.44 0.25 0.38 0.93 0.91 0.95 

 
Fig. 2   An   Example of   User Interest Matrix 

 

Fig. 2 shows an example of user interest matrix. User 

N1 and N k are similar users as both possess similar 

interest degree in all user groups P1 to P6. Similarly N2 is 

similar to Nm. In traditional collaborative filtering 

methods, similarity depends on co rated items by the 

users. Fig. 3 shows example of user rating matrix in 

traditional collaborative filtering. 

 I1 I2  Ik  Im 

N1 4 ?  3  5 

N2 ? ?  4  4 

 … … … … … … 

N k 2 5  ?  3 

 … … … … … … 

Nm 4 5  2  ? 

 

Fig. 3 User Rating Matrix in Traditional 

Collaborative Filtering 

 

Item Interest Measurement 

As mentioned above, the interest of an item in a 

concept depends on the central tendency of the item for 

the prototype (property) of the concept. In other words, 

if an item is more similar to property of a group, it has 

higher interest degree in the group. Items can be 

represented by set of properties. For example, genre, 

actor, director, producers etc. For each item group, 

property can be extracted to represent the item group. 

All other items having same property can be added to 

that group. The property vector can be represented as 

follow: 
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P
→

K j = (PK j, 1, PK j, 2,  … , PK j, m) 

Where m represents number of properties of item group 

K j. Interest of item I y in an item group K j, denoted by 

W j, y, 

depends on the similarity between item 
 

I y and the 

property of   K j, i.e. ,
 

 W j, y = Similarity ( P
→

K j,

 
P
→

Iy)                                          

(1) 

Where P
→

K j is property vector and P
→

Iy is item property 

vector, and Similarity is the cosine similarity function. 

An item group is regarded as a fuzzy set and is 

represented by cluster of similar items thus the interest 

degree of item in an item group depends on the 

similarity value obtained from the equation (1). Interest 

degree of item in an item group is affected by the 

degrees of internal similarity and external dissimilarity. 

Similarity of the item and property of the item group 

represent the internal similarity. External dissimilarity 

is similarity of item and properties of other item groups. 
 

 User Interest Measurement  

Existing recommender systems are having data sets, 

which contains little information related to users’ 

interests and ratings given by users on items are used to 

describe users’ interests. User group represents users 

who like the items in the corresponding item group. For 

this purpose category of the item and rating given by 

the user to item are considered to calculate user interest 

in particular item group. 

 

Mapping between Users 

Category of item and ratings given by user are used for 

co clustering approach. For this purpose Nearest 

Neighborhood method is used. This method contains 

parameters as (n, ms, data).n stands for neighborhood 

size i.e. the number of users in the data model. ms 

denotes minimal similarity required for neighbors and 

data represents generic Boolean preference data  model 

which is used  for creating a new generic data model 

from the given users and their preferences.  

 

   Map<String, Integer> map1 = user Genre (uid1)             

(1)   

                    

    Map<String, Integer> map2 = user Genre (uid2)            

(2) 

 

Mapping is done as per the genre of item .This mapping 

process is used to get all genre for single user. Same 

mapping is applied for other user.  

 

       Map<Integer, Integer> map3 = user Rating (uid1)        

(3) 

 

       Map<Integer, Integer> map4 = user Rating (uid2)        

(4) 

Item id and ratings given by user to are used for co 

cluster. Results obtained from above equations are 

passed to the cosine similarity for calculating similarity 

between users. 

 

Cosine Based Similarity 

In interest based collaborative filtering, user is 

represented by user interest vector. Similarity between 

users Xi and Yi is calculated by computing cosine of the 

angle between them. 

     Similarity = cos(𝜃) =
∑ X𝑖
𝒏
𝒊=𝟏 ×Y𝑖

√∑ (X𝑖)
𝟐𝒏

𝒊=𝟏 ×√∑ (Y𝑖)
𝟐𝒏

𝒊=𝟏

 

Table 1: Mapping of Users as Per Genre (Category) of 

Movies and Ratings 

Input 

Parameters 
Value 

Genre(Category) 

Action, Adventure, Animation, 

Comedy, Crime, Drama, 

Family, Fantasy, Horror, 

History, Musical, Romance, 

Sci-Fi, Sports, Thriller, War.  

Rating 1 to 10 

 

Recommendations 

After obtaining similarity between users, generic 

Boolean preference based user recommender is used to 

get recommendations. This recommender uses values of 

mapping between user group and item group and 

neighborhood value obtained from similarity formula. 

 

RESULTS AND DISCUSSIONS 
Data Set  

Any expert system depends mainly on an extensive 

dataset. To get reliable result it is important that we 

have good dataset. Most of movie recommendation 

systems depend on user given ratings rather than the 

properties of the movies. Our system is mainly based on 

the properties of the movie. Hence, it was important for 

us to have dataset that will have all information about 

properties of the movie. To evaluate our 

recommendation method, movie dataset is used. 

Properties of movies are extracted from the internet 

movie database (IMDB).  

 

 Evaluation Metrics 

To measure statistical accuracy, Coverage metric is 

used. It measures the percentage of items for which 

recommender system can make predictions. As an 

example, if system can predict 7500 out of 10000 
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ratings on items to be predicted, the coverage is 0.75. 

This shows that, larger the coverage, more the method 

will be able to predict ratings on unrated items. Larger 

the coverage values, better the recommendation 

method. 

 

Performance Comparison on coverage 

For interest based collaborative filtering, nearest 

neighborhood based clustering method is used. Using 

this method item groups and corresponding user groups 

are formed. This system is compared with several 

classic baseline methods, which includes a user based 

collaborative filtering with Pearson Correlation 

Coefficient (UBCF), an item based collaborative 

filtering with Pearson Correlation Coefficient (IBCF) 

and Typicality based collaborative filtering method 

(Tyco).The Data set is divided into two parts, one is 

training set and other is test set. Recommendation 

predictions are obtained based on the training and test 

set, which are used to evaluate accuracy of interest 

based collaborative filtering (InBCF).To form the 

training and test sets, user-movie rating pairs are 

randomly chosen. One variable named train/Test ratio is 

used, to indicate percentage of data used as the training 

and test sets. As mentioned above, coverage gives 

percentage of items for which system can make 

predictions. As per Fig. 4, interest based collaborative 

filtering (InBCF) can obtain highest coverage with all 

train/test ratios. IBCF and UBCF achieve coverage 

around 0.4 with train/test ratio 0.1 and around 0.8 with 

train/test ration of 0.3.For InBCF, it can obtain stable 

coverage. This indicates that InBCF can predict more 

ratings on unrated items compared to IBCF and UBCF. 

Using InBCF good coverage values can be obtained 

even with low train/test ratio. If train/test ratio is small, 

it is difficult for traditional collaborative filtering 

methods to find out similar neighbors of user or item. 

Thus, in case of traditional collaborative filtering 

methods recommendation accuracy is low. However, 

for interest based collaborative filtering users are 

having different interest degrees in different groups. 

The neighbors of users are having different interest 

degree in different user groups and usually number of 

user groups is not large. 

 

 
Fig. 4 Comparison on Coverage 

 

 

CONCLUSION 
In this paper, collaborative filtering recommendation is 

implemented with new approach. Co clustering method 

is used to measure users’ similarity. A distinct feature 

of interest based collaborative filtering is that it selects 

similar users based on their interest degree in particular 

item group. This system can overcome several 

limitations of traditional collaborative filtering 

methods. 
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